
6 Methodology

Previous chapters have discussed dot patterns, footprints and change identifiers but have

not yet detailed exactly how an application using change identifiers would be constructed.

This chapter provides a framework in which the change identifiers can operate and shows

how the experiments used in this thesis were constructed. The need to formalise the use

of the change identifiers arises from the need to answer the questions that have emerged

from the examinations of dot patterns, footprints and change identifiers namely:

1. How does the dynamic dot pattern data arrive?

2. How is the data stored?

3. How is the footprint algorithm specified?

4. How are the change identifiers run?

5. How are the results displayed?

6. How can the system be tested?

The change identifier framework proposed in this chapter to encompass the running of

the identifiers is highly modular (Fig. 6.1) in construction allowing each of the above

mentioned concerns to be dealt with individually. As shown in Fig. 6.1 the core engine of

the framework requires a change identifier set and a footprint algorithm. The dynamic dot

pattern is read by a buffer that ‘feeds’ a pattern for every timestep to the core; this pattern

is processed in accordance with the change identifier set and, if an update is required, a

footprint is generated using the footprint algorithm. The core sends a footprint for each

timestep to the application layer (if an update has not occurred this is the same as the

previous footprint) which then displays the footprint to the user.

6.1 How does the dynamic dot pattern data arrive?

When considering the way in which the dynamic dot pattern data arrives we wished to

remove as many assumptions about the data as possible. The buffer (see Fig. 6.1) can be

configured to work with different formats but for this thesis we use only what we consider

as the bare minimum data configuration, a text file of dot locations at a given timestep

with no identity information (and no guarantee that any two files have the same dot at

the same position within the file). It could be argued that identity and location (or a

movement vector) for the entities that have changed is less information than all of the dot
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Figure 6.1 Modular Framework Architecture

locations, as it will produce a smaller file, however we took the view that reducing the

types of information required would make the framework more generally applicable.

6.2 How is the data stored?

Storage of the dot pattern is a complex problem as it strongly affects the running of the

change identifiers. Not having an identity associated with the dots makes performing up-

dates on an existing structure difficult, so ideally the storage format should have a fast

construction time. The main aim when considering possible data structures is to provide

simple and fast access to the dots that the identifiers request. We can not provide an

optimised structure to achieve this because there is no way to know in advance all pos-

sible queries that can be made by change identifiers (there being no end to the number

of identifiers that can be imagined). Instead we look at the requests that we most com-

monly come across in the identifiers created in for this thesis; under the assumption that

these common queries are likely to be consistently occurrent across the set of all possible

identifiers. What we find is that most of the identifiers only wish to sum the values of the

location vectors, find the centroid, find extremal points in some dimension or find (esti-

mated) nearest neighbours. This can be achieved by maintaining as many ordered binary

trees as dimensions (one for each element in the location vector). These binary trees can

be built concurrently as dots from the data file are parsed. We should note that Java

(the language the framework is written in) already implements the red-black tree (Guibas
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and Sedgewick [32]) in its ordered sets, however even if this was not the case, red-black

trees are a suitable data structure for our purposes. As was discussed in the background

chapter, the red-black tree is a binary tree (each node has at most two children) with

two different types of edge: red and black, and this dichromatic approach allows it to be

considered as analogous to a 2-3 B-tree (a tree that can have a up to two values at each

node [? ]) by thinking of the red edges as horizontal links with a black node between

them. Its structure allows for easier balancing and a computationally fast insertion time

without hindering its search time. As the data structure is rebuilt for each phase, the

red-black trees fast insertion and search times make it a sensible choice. The big-O nota-

tion of the complexity for a red-black tree is O(log n) for both insert and search time in

normal and worst cases. The footprint algorithms will also benefit from the small search

times provided by the data structure so they are by no means being hampered when we

compare the time taken of using change identifiers against the time taken to update the

footprint at each phase. As a final note on data structures: If the format that the data

arrives in changes drastically, the buffer being distinct from the main core of the process

renders the process of changing the data structure relatively easy1.

6.3 How is the footprint algorithm specified?

The footprint algorithm is specified at the initialisation of the program. Which would be

straight-forward if not for the footprint selection and parameterisation. The classification

given in Chapter 4 will aid the selection of the footprint algorithm as, ideally, the user

knows in advance the geometric requirements for the footprint (for example, must it be

able to contain cavitities?)2. The parameter choice is beyond the purview of this thesis

but we discuss in Chapter 10 how the identifiers might be used to help with its selection

as the dynamic dot pattern changes and how the dot pattern descriptors might be used

to inform the inital choice.

6.4 How are the change identifiers run?

Chapter 5 detailed how the change identifiers are described using the XML specification.

The specifications are loaded into the core of the framework and the process that is im-

plemented is shown in Algorithm 1, which works as follows: The incoming data consists

of a sequence of dot patterns (e.g., from observations relayed by sensor arrays or from

RFID tags attached to a flock of animals). At the beginning of the sequence a footprint

footprint(φ0) is generated for the dot pattern at phase φ0 and saved as the stored footprint

SFP0. The phase φ0 from which it is generated is stored as the stored dot pattern (SDP0).

At subsequent time steps, the change identifiers are used to determine whether a new foot-

print should be computed; this is done by evaluating the extent to which the current phase

1Relative to changing the way the change identifiers are run or read in to the core
2The data structure may rule out some footprint algorithms that require intensity values or identities but

as mentioned earlier it allows the framework to be applicable to more applications.
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φi differs from the previously stored dot pattern SDPi−1. If this value, eval(φi, SDPi−1,SFPi−1),

exceeds some pre-set threshold, then a new footprint footprint(φi) is generated as the new

stored footprint SFPi, and the current phase is used as the new stored dot pattern DPi.

Otherwise, the stored dot pattern and footprint are retained from the previous time step.

For any phase φi, the footprint footprint(φi) that would be computed from it (whether

or not this computation actually takes place) will be referred to (admittedly somewhat

tendentiously, bearing in mind the non-uniqueness of the footprint) as the true footprint

for that dot pattern.

Algorithm 1 Process at the Core

1: i = 0
2: Input first dot pattern φ0
3: SFP0 = footprint(φi)
4: SDP0 = φi
5: repeat
6: i = i+ 1
7: Input φi
8: if eval(φi,SDPi−1, SFPi−1) > threshold then
9: SDPi = φi

10: SFPi = footprint(φi)
11: else
12: SDPi = SDPi−1

13: SFPi = SFPi−1

14: end if
15: until No more input available

6.5 How are the results displayed?

The display of the footprint is handled by the application layer. This is a necessary part of

the framework for any real-world application but less so for the experiments performed in

this thesis. As such the version of the program used for the experimentation runs on the

command line without a Graphical User Interface (GUI). Aside from the user interface,

another core difference between a testing environment and a real world application is in the

consideration of the length of the dynamic dot pattern. It has been previously stated that

the that there should be no restriction imposed on the length of the dynamic dot pattern

so the framework must be constructed so that it can, theoretically, be run indefinitely.

However any set of test data must come to an end and the length of the dynamic dot

pattern must be known so that proper analysis can be performed.

6.6 How can the system be tested?

Over the course of the run on the dynamic dot pattern, the framework can store data that

at the conclusion is passed to the test application. For example the length of time taken

to process each change identifier, the time taken to process the entire time step and the

change identifier that caused an update of the footprint (if any). Immediately after this
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run the test application makes a call to the core for it to repeat a run over the dynamic

dot pattern updating the footprint at each time step. This provides the above mentioned

true footprint for each time step. As described in Chapter 5 we can use the difference

between the true footprint and the stored footprint at each time step to get a measure for

error. For this measure to be useful it must return a distance of 0 if the true footprint

and the stored footprint are identical.

There are a number of different methods with which to ascertain the distance between two

regions. Hausdorff distance, Fréchet boundary separations and symmetric area difference

are three of the possible metrics that perform the measurement with different approaches

([23, ch. 7.3]). The Hausdorff distance is the greatest distance between a point within

a region and the closest point in the an other, Fig. 6.2 shows an example of in which

the greatest distance is from footprint Y to footprint X. Hasudorff distance has two

variations: the Hausdorff boundary separation and the dual-Hausdorff distance. Hausdorff

boundary separation is the Hausdorff distance of the boundaries of the regions and the

dual-Hausdorff distance is the greatest of the Hausdorff distance of the two regions and

the Hausdorff distance of the closed complements of the two regions.

Fréchet distance requires us to imagine the boundaries of the footprints as paths, then the

returned distance is the distance of a line that connects the two paths at any two points.

The standard illustration given of this is of a dog and its walker on the separate paths that

travel at independant speeds; the Fréchet distance is the minimal length of leash required.

The symmetric area difference between two regions comprises the cumulative area of the

parts of each region that do not overlap the other; it is given by

R1∆R2 = (R1 \R2) ∪ (R2 \R1) = (R1 ∪R2) \ (R1 ∩R2).

An example of symmetric area difference is given in Fig. 6.3, the shaded region in Fig. 6.3(a)

is the parts of the regions (X and Y ) that do not coincide with any part of the other region
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(a) Two footprints: X and Y .

X

Y

(b) The shaded region represents the sym-
metric area difference between footprints X
and Y .

Figure 6.3 Symmetric area difference

((X \Y )∪ (Y \X)) and the area of these parts is, therefore, the symmetric area difference

of X and Y .

Galton [23, ch. 7.3] provides a comprehensive discussion on these three metrics and how

they relate. For now we note that symmetric area difference is the simplest to compute

requiring only that the intersections between the vertices be found. It is also an intuitively

clear method for measuring the similarity of the footprints, which we consider as regions,

because it concerns itself with the contents of the footprint instead of its bounds. Given this

simplicty and intuitive nature it is the measure we use for the experimentation performed

for this thesis. Future work could examine whether different similarity measures would

provide different results in the comparison of change identifiers. Although the author notes

that, as long as the area of the symmetric difference provides a good measure of similarity,

any difference is likely to be small. This is because the measures will only give different

levels of similarity in certain specific cases (e.g., the footprint has a large external spike)

and such cases are unlikely to happen consistently across the dynamic dot pattern. In

effect the cases where one measure concludes that the footprints as similar and alternative

measure does not will probably average out over the run of the dynamic dot pattern.

We use the area of this as a measure of the dissimilarity between two footprints; and

since we are only interested in comparisons, not absolute values, we normalise this area by

expressing it as a fraction of the area of the ‘true‘ footprint (footprint(DPi)). Thus the

aggregate mismatch between the stored footprint and the true footprint over a dot-pattern

sequence of length n is given by

mismatch =
n∑

i=0

||footprint(DPi)∆ SFPi ||
||footprint(DPi)||

,
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6.7 Wasteful Processing

As an addendum to considering the methodology we not two ways in which excess com-

putation can be prevented.

Many of the discussed identifiers make use of the same calculations (e.g. bounding box,

centroid). It would be wasteful to perform these calculations for each identifier so a data

table is attached to each time step in the dynamic dot pattern. The identifiers can query

this data table, if a value does not exist then they calculate it and add it to the table for

the benefit of any identifier that may require it.

Another, minor, way in which run time can be improved is to reduce the number of times

the data is iterated by considering the fashion in which dots enter the application. While

for this thesis a complete list of dot positions is assumed at each time step it is also

possible that the data is a description of the change for each dot (a list of dot identities

with translation vectors and markers to indicate addition or removal). For either of these

cases the data will not/can not arrive in the format that the software requires. It must first

be translated, in our case to Java point objects. If we perform all the required iterative

calculations at this pre-processing stage we slightly slow down the speed at which the

patterns are received but can possibly improve the performance of the identifiers by saving

them the need to iterate over the pattern.

6.8 Summary

This chapter has provided a framework for the change identifiers to be run within that

allows for both real-world application use and for assessment. When considering the

assessment of the change identifiers it has discussed three footprint difference measures

and shown why symmetric area difference has been used for the experimentation within

this thesis.

Finally this chapter has made a note of two possible ways in which the running of the

change identifiers can be optimised to reduce wasteful computation.
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graph model for spatio-temporal evolution. Journal of Universal Computer Science,

16(11):1452–1477, 2010.

[16] Matthias Delafontaine, Anthony G. Cohn, and Nico Van de Weghe. Implementing a

qualitative calculus to analyse moving point objects. Expert Systems with Applica-

tions, 38(5):5187–5196, 2011.

[17] Somayeh Dodge, Robert Weibel, and Anna-Katharina Lautenschütz. Towards a tax-
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